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Abstract

We implemented the connectionist model of social-pragmatic word learning (Caza & Knott, 2012) to test the hypothesis that reduced joint attention between infant and mother would increase the difference in acquisition between nouns and verbs as observed in Autistic Spectrum Disorder (ASD). The ratio of objects to actions in the observed event stream was manipulated to create an original noun-verb asymmetry. Ten simulations were run for each of the combinations of three conditions of communicative reliability and two conditions of unfiltered random associative learning, which is regarded by some researchers as the primary mechanism of language learning in ASD. The simulations indicated that the reduction in the reliability of communicative actions does not lead to increased noun-verb asymmetry within the originally planned training epochs. A trend in the predicted direction appeared toward the end of training, suggesting that further simulations may help resolve the issue within the current architecture.
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Introduction

The pronounced rate of vocabulary acquisition during the second year of life constitutes a major milestone in cognitive development (Ganger & Brent, 2004). Laboratory research as well as cross-linguistic studies of natural vocabulary acquisition demonstrate that verbs often lag behind nouns (Gentner, 2006; Bornstein et al., 2004; Childers & Tomasello, 2006). The differentiated learning rate may be attributed to conceptual differences, as verbs are considered less stable and their meaning depends on nouns (Waxman et al., 2013). Alternatively, input distributions may account for the discrepancy, as nouns typically predominate in infant-directed speech (Sandhofer, Smith, & Luo, 2000). It is also proposed that other factors may be involved, such as shape, individuation, concreteness and imageability (Gentner & Boroditsky, 2001).

This pattern of differentiated acquisition is also observed in children with Autism Spectrum Disorder (ASD) and Specific Language Impairment (SLI). However, the categorical asymmetry is greatly exaggerated in ASD (Blach & Chiat, 2003; Marshall, 2003; Ellis Weismer et al., 2011).

The situation for SLI is less clear and there are relatively few studies comparing this population with children with ASD or typically developing (TD) children. There is some evidence to suggest that the frequency dependence and poor retention noted in children with SLI may particularly affect verb learning (Rice et al., 1994; Windfuhr et al., 2002). Weismer et al. (2011) found no significant differences between ASD and SLI in the number of action words, while other studies found significant differences between the two groups in the use of verbs describing cognitive and mental states (Ziattas et al., 1998).

In an attempt to provide a unified explanation of word learning, Hollich et al. (2000) proposed the Emergentist Coalition Model. This hybrid theory holds that children rely differentially on multiple cues over developmental time to map words onto referents – whether they are nouns or verbs. At first, infants are sensitive to perceptual cues, mapping a word to the referent that is most interesting or salient. They then use the social intent of a speaker, along with linguistic cues, to home in on word reference.

The ability to understand the intentions of others develops at the end of the first year and seems to constitute a crucial prerequisite for language development (Tomasello & Carpenter, 2007; Trevarthen, 1994). Consistent with this approach, over 50% of the variance in language production and comprehension can be attributed to factors such as the amount of time in joint attention between infant and mother (Carpenter et al., 1998). Deficits in joint attention have been implicated in ASD as predictors of “concurrent language ability” (Dawson et al., 2004). Moreover, recent studies suggest that language problems in SLI may be partially explained by observed deficits in joint attention (Papakaloudouka & Papaeliou, 2016). Nevertheless, different processes are involved in acquiring nouns and verbs in joint attention episodes. For example, unlike what is the case with nouns, children benefit from hearing verbs if a verb is heard either before or after an event, and do not show a similar benefit if a new verb and event occur simultaneously (Tomasello & Kruger, 1992; Childers et al., 2007).

Yu and Ballard (2007) modeled social-pragmatic word learning by exploiting social cues such as joint attention and the prosody of the maternal speech. Despite excluding
“theory of mind” skills and prior knowledge of the characteristics of the language, their model outperformed mere statistical associative learning. To model simultaneous learning of individual word meanings and inferring the speaker’s communicative intentions—the “chicken and egg” problem of child’s early vocabulary acquisition—Frank et al. (2009) posited a computational structure of variables representing the task of word-learning linked together by a set of probabilistic dependencies corresponding to task assumptions. This intentional model outperformed several cross-situational word learning models (including the one by Yu & Ballard, 2007) in both aspects of the vocabulary acquisition process.

More recently, a connectionist model of the social-pragmatic approach to word learning (Tomasello, 2000) was proposed by Caza and Knott (2012; Knott, 2014). In this comprehensive approach, two subsystems bootstrap each other: One subsystem learns to identify favorable learning opportunities, that is, communicative events that involve reliable mappings between concepts and words. The other subsystem learns to associate words with observed concepts. This model implements the intuition that although plain co-occurrence of word forms and objects may be too noisy to permit successful learning, the reliability of co-occurrences is far from uniform across time. Specifically, in a social-pragmatic framework, co-occurrences are likely to be more reliable when an intent to communicate can be identified. However, in this model events do not come initially flagged as conducive to word learning or not. Rather, the reliability of learning itself is used to tune the network to the appropriate types of events. Therefore, as the model gradually learns that certain events, namely communicative actions of the mother, present favorable learning opportunities, communicative actions and intentions are increasingly recognized and vocabulary acquisition is accelerated, in a mutually beneficial and reinforcing circle. In this way, development of joint attention enables and underlies efficient word learning.

**Method**

The separation between object and action words in the model of Caza and Knott (2012) makes it suitable for investigating the differential learning of nouns and verbs. In the present study we were interested in the effects of impaired joint attention on the noun-verb asymmetry. We developed our version of the model on the Emergent platform (Aisa, Mingus, & O’Reilly, 2008) using the Leabra algorithm for training the connection weights, which is more biologically plausible than backpropagation (O’Reilly & Munakata, 2000). The architecture of the model, depicted in Figure 1, consists of (a) a “filter” subnetwork, (b) two word learning subnetworks working in parallel to associate pairs of perceived object and action concepts to concurrent phonological representations of a word, and (c) a reward system, which updates the connections of the filter depending on whether a concept-word mapping has been determined by the model to be successful or not. The model assumes that reliable perception and identification of objects, actions, and phonological word forms is in place prior to the modeled process of lexical learning, that is, of the associations between these types of representations.

In this model, an action, an object, and a word form are perceived at each time frame. The word-learning subnetworks predict word forms based on the observed action and object, generating error signals by comparison to the word form that is actually perceived. At the same time, the action-object pair constitute an observed event, which is used by the filter subnetwork to gate a learning signal governing learning in the two word learning subnetworks. In this way, the filter subnetwork controls the extent to which each event leads to modification of the connection weights in the word learning subnetworks. In other words, it modulates the extent to which the current action-object-word pairings are allowed to affect current word knowledge.

Conversely, successful word learning rewards the filter, leading to learning of events that reliably predict correct concept-word pairs. That is, when an action/object-word pairing is predicted correctly by the model, the event preceding it is tagged as informative by a modification of the corresponding weight in the filter subnetwork. In this way, events (i.e., action-object pairings) that are followed by correct word predictions gradually become more influential in word learning. The activation threshold of the gate is set to 0.55 for all the simulations described below. The coordinated actions of these subsystems lead the model to recognize maternal communicative actions as ideal candidates for successful concept-word mapping.

Updates of the weights in the filter subnetwork were gradually disengaged from randomly occurring associative learning. Departing somewhat from the original simulations of Caza and Knott (2012), who let the probability of unfiltered associative learning diminish to zero, we retained

Figure 1: Network architecture of our version of the Caza & Knott (2012) model as implemented in Emergent.
it minimally operative throughout the simulations as a more plausible approach to normal and impaired word acquisition. This is consistent with the literature showing that typically developing children as well as children with ASD do not rely solely on intention monitoring and pragmatic cues for mapping words to objects but also on an associative infrastructure as well (Preissler, 2008; Preissler & Carey, 2005). This particular feature of the model also permitted us to examine the effect of residual plain associative learning. Two settings were used for this minimal residual associative learning (RAL), one with probability of 0.001 in each trial (low RAL) and one with probability of 0.005 (high RAL). These values were reached in a designated number of trials from an initial value of 0.5 set at the onset of training. This manipulation goes beyond the demonstrations of Caza and Knott (2012) that bootstrapping is effective in getting the filter subnetwork to efficiently gate relevant training signals to the word learning subnetworks, and was aimed at testing the extent to which unfiltered training, which would likely include a large proportion of incorrect concept-word pairings, might be supportive or disruptive of overall word learning.

In the context of ASD, excessive associative learning is considered by some researchers to constitute the primary foundation of language learning (Luyster & Lord, 2009), not gated by the detection of communicative intent. When combined with an overall reduced rate of communicative event detection, as appropriate for ASD, an abnormally high rate of associative learning—compared to the baseline provided by the simulations of Caza and Knott (2012)—would be expected to track more closely the rate of occurrence of particular word types in the input. Therefore, it might interact with word class frequency in a way that can provide useful clues for understanding lexical development under such abnormal circumstances.

A mixture of training patterns constitutes the input stream. A baseline difference in noun-verb learning was modeled by setting the ratio of reliable object to action concepts to 4:3 in all simulations. Successful joint attention in this model amounts to correct identification of the action-object pair that is attended by the mother. In a communicative context, it is assumed for present purposes that the mother mostly speaks about the event that is currently in her attention. Following Caza and Knott (2012), a communicative action was represented as an event (object-action pair) composed of MOTHER (object) and TALK (action). Joint attention was modeled by the proportion of maternal communicative actions that were reliable, i.e., followed by a valid word-concept pair. Thus, successful joint attention naturally leads to more successful learning opportunities. Simulations tested the hypothesis that a decrease of communicative reliability would exaggerate the noun-verb asymmetry, approaching an ASD profile, rather than simply delay acquisition, resulting in an SLI profile.

There were three levels of joint attention, modeled as the ratio of reliable to nonreliable communicative events: high reliability (500:300), medium reliability (400:400), and low reliability (300:500). The latter condition amounts to inappropriate or unsuccessful detection of communicative intent. The two levels of RAL (low and high) were modeled as the probability of a currently observed action/object pair to affect the word learning subnetworks regardless of the filter subnetwork gate. Ten simulations of 120 epochs were conducted for each combination of joint attention and RAL. Modules were created within Emergent to produce training sequences with the appropriate constraints, and to track the progress of training and network performance. An endogenous criterion of learning evaluated word prediction

---

Figure 2: Number of correctly learned nouns and verbs (left) and difference between the number of correctly learned nouns and verbs (right) at the end of each epoch of training in the low-RAL condition.
success in every trial, causing a *reward or punishment* signal to the gating component regarding the previous event.

**Results and Discussion**

Results are displayed in Figures 2 (for low RAL) and 3 (for high RAL). In both RAL conditions the decrease in the reliability of maternal communicative events did not markedly increase the difference between nouns and verbs. Therefore, failure of joint attention did not produce an ASD profile. A tendency toward increased divergence between object and action words at the end of the training was noted but the situation is far from clear within the implemented training epochs. As this pattern of slightly differentiated asymmetry occurred far from ceiling, it invites further study adopting a more protracted training scheme.

Another effect seen mainly in the high-RAL condition (Figure 3) was an increase of the noun-verb asymmetry in the high reliability condition around the middle of training. It unclear whether this is amenable to a developmental interpretation or due to a ceiling effect. Additionally, in both RAL conditions a symmetry in learning action and object words was noted in the initial one-third of training epochs in the low and medium reliability conditions, despite their differential frequency of encounter in the training trials, suggesting perhaps that the associative learning mechanism, mostly activated in the beginning of training, made up for the frequency difference. Note that in the entire set of 60 simulations a low baseline gating threshold was adopted, corresponding to the minimum gate unit activation required for gating the word learning subnetworks. This led to a large number of events other than MOTHER-TALK activating the word learning system throughout training, essentially constituting a noise-adding mechanism, possibly obscuring the model behavior. This choice (and other parameters) was found necessary for the bootstrapping process to kick in.

Under low-RAL, gating filter efficiency reached 100% at a mean number of 147k trials (SD = 23k) in the 300:500 condition, at 113k trials (SD = 19k) in the 400:400 condition, and at 114k trials (SD = 20k) in the 500:300 condition. Under high-RAL, 100% filter efficiency was reached at 130k (SD = 21k), 121k (SD = 26k), and 120k (SD = 18k) trials in the three conditions, respectively. Despite the high variability, the model seems to struggle more to overcome the low reliability burden (300:500 ratio) in the low-RAL condition compared to high-RAL, suggesting a contribution from the residual associative mechanism.

To further study the full extent of the model’s range of behaviors, in a second set of simulations a (less plausible) *exogenous* criterion of learning was implemented, in which the reward signal was hardcoded into the training sequences, to closely track actual communicative reliability rather than correct word prediction. The resulting difference between object and action word learning in the two RAL conditions is displayed in Figure 4. Again, failure of joint attention did not produce an ASD profile, leading instead to a protracted rate of acquisition, with decreased difference between nouns and verbs, consistent with SLI. A possible exception may be noted under high RAL past the initial one-third of training.

**Future Work**

Following up on these observations, further simulations (currently in progress) can help us shed light on the role of social-pragmatic factors in learning word meanings. In addition to thorough exploration of the dynamic interplay between the ratio of communicative event types, the residual amount of associative learning, and the gating activation
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Figure 3: Number of correctly learned nouns and verbs (left) and difference between the number of correctly learned nouns and verbs (right) at the end of each epoch of training in the high-RAL condition.
threshold, future simulations will address the role of specific network parameters on the function of the gating network and the resulting word learning efficiency. A parameter of interest concerns the amount of time for the associative learning mechanism to reach its designated residual value. In the simulations described above this was set to 5000 trials. However, a slower rate of decrease—accompanied by a higher baseline gating threshold—seems promising in the context of ASD (see Figure 5), consistent with the presumed abnormally increased importance of associative learning and reduced communicative reliability in this population.

Moreover, in a future revision of the model, the number of nouns and verbs could be increased substantially, to permit observation of their relative learning rate free from limiting ceiling effects. The small number in the current model may obscure patterns of differential acquisition, as the possibility for further improvement is rapidly curtailed.

In future work we also plan to incorporate additional types of communicative events into the training pattern sequences, as well as carefully studied chains of events abiding to specific constraints, in order to investigate the prospects of certain methods of interventions for impaired language learning, such as parental “synchronous undemanding talking” about the child’s focus of attention (Yoder & McDuffie, 2006) and their interaction with the other modeled language acquisition parameters. Further follow-up work can enrich the lexical learning network with conceptual learning components in order to examine the combined effects of category learning and social interaction impairments typical of ASD.

**Acknowledgments**

This research has been co-financed by the European Union (European Social Fund) and Greek national funds through the Operational Program “Education and Lifelong 

![Figure 4: Difference between the number of correctly learned nouns and verbs at the end of each epoch of training in the low-RAL condition (left) and in the high-RAL condition (right) for the exogenous rewarding approach.](image)
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