Abstract
In their evaluation of the integration cost component of Dependency Locality Theory on the Dundee Corpus, Demberg and Keller (2008) found no significant main effect of DLT integration cost on reading times, but suggested that this might be due to auxiliaries incurring some of the full verb’s integration cost and thus facilitating processing of the verb. This hypothesis, however, has to date not been tested. The present paper fills this gap by reporting an experiment on subject vs. object relative clauses including auxiliaries, as well as by testing Demberg and Keller’s hypothesis directly on the Dundee Corpus.

A further contribution of this paper is methodological: we replicate experimental results on the subject vs. object relative clause asymmetry in a self-paced-reading experiment run remotely on the web using WebExp.
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Introduction
Dependency Locality Theory (DLT), proposed by (Gibson, 1998; Gibson & Pearlmutter, 2000) is a theory of sentence processing which has received quite a lot of attention in the field of psycholinguistics, and has been argued to explain a range of phenomena including including the SRC/ORC processing difficulty asymmetry, difficulty of centre embeddings, cases of processing breakdown, filler-gap dependencies, heavy NP shift and extrapolation.

(Demberg & Keller, 2008) evaluated the integration cost component of DLT on an eye-tracked corpus of newspaper articles (Dundee Corpus; Kennedy and Pynte, 2005), and found that verbs which were preceded by nouns were read more slowly than verbs which were preceded by both auxiliaries and nouns. Demberg and Keller thus hypothesized that integration costs might not be incurred at the main verb (as predicted by DLT), but at the auxiliary, at which it should thus be possible to observe an integration cost effect.

They did however not test whether such an integration cost effect could indeed be detected on the auxiliaries. This paper fills this gap through two studies that test Demberg and Keller’s hypothesis: a self-paced reading experiment of matched and controlled subject and object relative clauses containing auxiliaries, as well as a corpus study analysing the auxiliaries across various syntactic constructions in the Dundee Corpus for an integration cost effect.
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Background and Related Work
Dependency Locality Theory
An important component for quantifying processing difficulty in DLT is the so-called “integration cost”. Integration cost (IC) measures the distance between a head its dependent in terms of new discourse referents (DR) that occur inbetween them. Figure 1 shows the dependencies for a subject relative clause (SRC) and an object relative clause (ORC). In the example, discourse referents are marked as either 0 (no new discourse referent) or 1 (new discourse referent). The dependency edge between reporter and the main clause verb admitted is annotated with “+2” to express that two discourse referents occur between these words (namely, attacked and senator). The interesting case when comparing the subject and object relative clause is the embedded verb attacked: the integration cost is 1 in the SRC case (just the cost of constructing the discourse referent), while the it is 3 in the case of the object relative clause. There is a cost of 1 for constructing the discourse referent, plus a cost of 2 for integrating the relative pronoun who at the trace “*†”, at which point two discourse referents (senator and attacked) intervene. There are also integrations of senator and attacked and the trace and attacked, but no new discourse referents occur between them, so these integrations are cost-free.

Auxiliaries in DLT
Most previous experimental studies on locality effects do not contain auxiliaries. An exception is Experiment 4 from (Warren & Gibson, 2002), which compares self-paced reading times of an object relative clause with a full or pronominal embedded subject NP vs. a complementizer clause with full or pronominal subject NP, see example (1).

(1) a. Relative clause: The woman who you/the boy had accidentally pushed off the sidewalk got upset and decided to report the incident to the policeman standing nearby.
   b. Complement clause: The woman knew that you/the boy had accidentally pushed the girl...
but gave him/you a long lecture anyway.

Warren and Gibson found that the reading times were longest in the full NP in ORC condition, which is also the one in which highest integration costs are expected. On the auxiliary, the difference between the ORC with full NP and the ORC with pronoun is significant. While this would be in line with an integration effect already on the ORC auxiliary, Warren and Gibson also point out the possibility that the longer reading times on the auxiliary might be a spill-over effect.

The present study seeks to directly investigate whether integration costs can be measured on auxiliaries.

**Result from Demberg and Keller, 2008**

Demberg and Keller’s (2008) evaluation of Dependency Locality Theory on the Dundee Corpus showed that there was no general positive correlation between DLT integration costs and reading times. They however looked at integration cost at verbs in more detail, and found that verbs which integrate an auxiliary and a nominal dependent exhibit a reduced estimated reading time compared to verbs that only integrate a nominal dependent, while there seemed to be an overall effect of increased reading time at verbs with more nominal dependents, see Table 1.

Demberg and Keller therefore suggested that the relevant integration cost might not be incurred at the main verb, but at the auxiliary itself, which might integrate nominal dependents and thus incur a non-zero integration cost (DLT assume that auxiliaries are cost-free). When the auxiliary would then be integrated with the main verb, it would facilitate integration (hence the negative coefficient), as the main work of the integration of the nominal dependents has already happened at the auxiliary. They also point out that this explanation is compatible with syntactic theories such as Head-driven Phrase Structure Grammar (Pollard & Sag, 1994), which assume that auxiliaries inherit the subcategorization frame of the main verb, and that dependents are unified (integrated) into the subcategorization frame at the auxiliary. Demberg and Keller did however not test this hypothesis in their study, so the contribution of this paper is to fill this gap and test both in a controlled experiment and on the Dundee corpus whether the hypothesis that the verb’s integration cost can be measured on the auxiliary is true.

**Experiment: Auxiliaries in Relative Clauses**

As a first experiment, we chose to use a strictly controlled experimental setting in which we compare the processing of subject vs. object relative clauses including auxiliaries. The processing difference in subject vs. object relative clauses is well-established: Object relative clauses (as in (2-b)) are more difficult to process than subject relative clauses (1a) (King & Just, 1991), with increased reading times on the ORC embedded verb as opposed to the SRC embedded verb (Staub, 2010). Dependency Locality Theory (DLT; Gibson, 2000) accounts for this effect in terms of long-distance dependencies, see the explanation of this case in Section on Dependency Locality Theory.

We created 24 subject and object relative clauses with auxiliaries preceding the embedded verb, based on the experimental items from (Staub, 2010), see (2).

(2) a. The mathematician who [\textit{\texttt{[AUX had} \texttt{[V visited]} \texttt{[NP the chairman]} \texttt{]}} found a solution to the problem.

b. The mathematician who [\textit{\texttt{[NP the chairman]} \texttt{[AUX had} \texttt{[V visited]} \texttt{]}} found a solution to the problem.

**Data Collection**

We ran a self-paced reading experiment with 126 participants online, using WebExp, www.webexp.info (Keller, 1999), an experimental software that carries out psychological experiments over the internet. Keller, Gunasekharan, Mayo, and Corley (2009) demonstrate that response times collected with WebExp are sufficiently accurate to conduct reaction time experiments over the internet. Experiment 2 from (Keller et al., 2009) replicates results from a lab-based phrase-by-phrase self-paced reading experiment using the WebExp software.

Participants were recruited using Amazon MechanicalTurk, which we used to create HITs linking to the WebExp experiment. In order to encourage participants to complete the whole WebExp experiment, the HIT also contained a field that required participants to fill in a password which was provided on the last screen of the WebExp experiment. We restricted the HITs to workers who were based in the USA, and for whom the online, using WebExp, www.webexp.info (Keller, 1999), an experimental software that carries out psychological experiments over the internet. Keller, Gunasekharan, Mayo, and Corley (2009) demonstrate that response times collected with WebExp are sufficiently accurate to conduct reaction time experiments over the internet. Experiment 2 from (Keller et al., 2009) replicates results from a lab-based phrase-by-phrase self-paced reading experiment using the WebExp software.

Participants were recruited using Amazon MechanicalTurk, which we used to create HITs linking to the WebExp experiment. In order to encourage participants to complete the whole WebExp experiment, the HIT also contained a field that required participants to fill in a password which was provided on the last screen of the WebExp experiment. We restricted the HITs to workers who were based in the USA, and for whom the online, using WebExp, www.webexp.info (Keller, 1999), an experimental software that carries out psychological experiments over the internet. Keller, Gunasekharan, Mayo, and Corley (2009) demonstrate that response times collected with WebExp are sufficiently accurate to conduct reaction time experiments over the internet. Experiment 2 from (Keller et al., 2009) replicates results from a lab-based phrase-by-phrase self-paced reading experiment using the WebExp software.

Participants were recruited using Amazon MechanicalTurk, which we used to create HITs linking to the WebExp experiment. In order to encourage participants to complete the whole WebExp experiment, the HIT also contained a field that required participants to fill in a password which was provided on the last screen of the WebExp experiment. We restricted the HITs to workers who were based in the USA, and
have a HIT approval rate $\geq 80\%$. In the instructions, we additionally required workers to only participate if they were native speakers of English. We successfully collected data from 126 participants\(^1\) (approx. 60 per condition). Following recommendations in (Keller et al., 2009), we only allowed workers with a Windows or Linux operating system.

The experiment was programmed as a word-by-word self-paced reading experiment. Due to a limitation of WebExp, each sentence within a set of sentences to be randomized has to contain the same number of words. In addition to inserting auxiliaries, we therefore edited the items from (Staub, 2010) to conform to this format by adapting the length of the region following the relative clause.

**Mixed-effects modelling**

In order to test whether our manipulation of relative clause type has an effect on the reading times on the auxiliaries, we use linear mixed effects models from the R lme4 package (R. Baayen, 2008; R. H. Baayen, Davidson, & Bates, 2008). This type of model can be thought of as a generalization of linear regression that allows the inclusion of random factors as well as fixed factors. We treat subjects and items as a random factors, which means that our models contain an intercept term for each subject and each item, representing the individual differences among the subjects and differences between our items. Furthermore, we include random slopes under both subject and item for our predictor (relative clause type), essentially accounting for idiosyncrasies of a participant or item with respect to the predictor, such that only the part of the variance that is common to all participants and all items is attributed to the main effect for our predictor.

We excluded as outliers any reading times shorter than 100msec or longer than 1000msec.

**Results**

We found a significant effect of relative clause type on the auxiliary (AUX), the embedded verb (VB) and the determiner (DT), but not on the noun (NN) or the sentence’s main verb (VBM), see Figure 2.

Auxiliaries and verbs were read significantly faster in the subject relative clause condition than in the object relative clause condition. We furthermore found that SRC determiners were read more slowly than ORC determiners; a similar effect was found on the noun region in early reading time measures in Staub (2010), see Figure 3. Differences in terms of the location of the effect may be due to differences in self-paced reading vs. eye-tracking.

The faster reading times on the verb of the subject relative clause are in line with DLT integration cost, while the large and significant effect on the auxiliary seems to support also

\(^1\)There were some problems with WebExp, which sometimes failed to correctly transfer the collected data to our server. This resulted in loss of about 30\% of our data. This problem had been observed by others and reported earlier; it appears to be independent of the operative system and browser used by workers. Workers whose data failed to transfer were paid normal rates regardless.

\(^2\)While it would be possible to approximate the spill-over effect given not only the previous word but also the word before that, note that for our stimuli, only the previous word can plausibly explain the longer reading times on the ORC auxiliary. (Word $aux - 2$ in the ORC is shorter and more frequent than word $aux - 2$ in the SRC.)
attachment based on text from *The Independent* newspaper. The texts contain about 51,000 words and were read by 10 native speakers of English. The test was presented on a computer screen, five lines at a time at a line length of 80 characters.

Since the corpus data is not syntactically annotated, we parsed the entire corpus with the Stanford parser (Klein & Manning, 2003; De Marneffe, MacCartney, & Manning, 2006), which generates both a phrase structure parse and a dependency representation. We calculated DLT integration cost based on the top-ranked dependency output for each sentence. We evaluated our integration cost implementation using a short text that had been hand-annotated with integration cost values (Wu, Bachrach, Cardenas, & Schuler, 2010). This evaluation gives us an estimate of how well our automatic annotation tool performs, and also enables us to evaluate our new implementation based on the Stanford parser with an older implementation (Demberg & Keller, 2008) which was based on the MiniPar parser (Lin, 1998), see Table 2.

![Figure 4: When taking spill-over effects into account, the effect on the auxiliary disappeared.](image)

Table 2: Evaluation on a text of 770 words, manually annotated with integration costs.

<table>
<thead>
<tr>
<th>Parser</th>
<th>% correct IC</th>
<th>correlation (Kendall) to manual annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MINIPAR</td>
<td>83%</td>
<td>$\tau = 0.77, p \ll 0.001$</td>
</tr>
<tr>
<td>Stanford</td>
<td>89%</td>
<td>$\tau = 0.84, p \ll 0.001$</td>
</tr>
</tbody>
</table>

We then automatically aligned each auxiliary with the automatically determined integration cost calculated for its governing main verb, in order to measure whether any effect of increased integration cost at the verb might be measurable on the auxiliary. In order to decrease noise in the data set, we excluded any cases in which further discourse referents occurred between the auxiliary and the verb, or where no verb could be found within a window of three words after the auxiliary. We furthermore excluded contractions (e.g. *we’ll*).

**Methods**

We analysed the data using linear mixed-effects models. Because the corpus data are not as closely controlled as the experimental data from the first study, and because the methodology differs (eye-tracking here vs. self-paced reading in experiment 1), we run mixed-effects models with a larger range of different predictors, including the length of a word in characters `WordLength`, its log frequency `WordFreq`, a flag indicating whether the previous word was fixed `PrevFix`, the frequency of the preceding word to account for spill-over effects `ForwTransProb` and `BackwTransProb`, the word number within the sentence `WordNo`, the fixation landing position in relation to word length `LandPos`, the launch distance of the saccade `LaunchDist`, the surprisal$^3$ at the word `Surprisal` as well as the verb’s integration cost `IntegCost`.

---

$^3$Surprisal was calculated using the Roark parser (Roark, Bachrach, Cardenas, & Pallier, 2009).
As response variables, we use four different measures of reading times: first fixation duration (duration of the first fixation, if any on the first pass through the sentence from left to right), first pass duration (sum of duration of fixations during first pass reading on a word before leaving the word), total duration (sum of the durations of all fixations on a word) and go past times (time spent between the first fixation in first pass reading on a word and first leaving it to the right).

We only analysed auxiliaries which had received at least one fixation. Before fitting LME models, we applied outlier removal: we computed the mean reading time (over all items and participants), and then removed all data points which deviated more than two standard deviations from the mean. Outliers can affect the results of analyses on the Dundee corpus, as (Roland, Mauner, O'Meara, & Yun, 2012) show. Furthermore, this way of trimming the data also reduces the long tail of the reading time distribution, resulting in a distribution that is closer to normal. This left us with 1257 data points.

Results

None of our models support the hypothesis that higher integration costs at the verb increase reading times at the auxiliary preceding the verb. In none of the reading time models did the verb’s integration cost come out as a significant predictor of reading times on the auxiliary, see for example the best fitting regression model for first pass times in Table 3. When we add the verb’s integration cost as a predictor, model fit is not significantly improved (\( p \approx 0.75 \)), and we even get a negative coefficient (\( \beta = -0.33, t = -0.293 \)), so there is not much reason to believe at this point that the failure of finding a positive significant effect would simply be due to an insufficient number of data points.

Table 3: Final model for first pass times on auxiliaries, showing that reading times are longer when word length increases, and shorter when the previous word was fixated or was a highly frequent word.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coeff</th>
<th>Std. Err</th>
<th>t value</th>
<th>Signif</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>230.52</td>
<td>9.44</td>
<td>24.40</td>
<td>***</td>
</tr>
<tr>
<td>WordLength</td>
<td>5.46</td>
<td>2.40</td>
<td>2.27</td>
<td>*</td>
</tr>
<tr>
<td>PrevFreq</td>
<td>-5.18</td>
<td>1.50</td>
<td>-3.45</td>
<td>**</td>
</tr>
<tr>
<td>PrevFix</td>
<td>-25.19</td>
<td>4.04</td>
<td>-6.23</td>
<td>***</td>
</tr>
<tr>
<td>PrevPos</td>
<td>-11.98</td>
<td>15.02</td>
<td>-0.79</td>
<td></td>
</tr>
<tr>
<td>Surprisal</td>
<td>2.00</td>
<td>1.33</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>WLen:LandP</td>
<td>-9.02</td>
<td>6.13</td>
<td>-1.47</td>
<td></td>
</tr>
</tbody>
</table>

To more closely inspect the relationship between DLT integration cost and reading times and understand where the negative coefficient comes from, we ran a generalized additive model with a spline (\( k=30 \)) for the verb’s integration cost as a predictor and the auxiliaries’ first pass times as the response variable. As can be seen in Figure 5, there is indeed a negative trend for increasing integration cost, at least for auxiliaries with the most common integration cost values one to three. (An integration cost value of zero can only occur if the main verb of the sentence is a copula.)

![Figure 5: Spline plot for the verb’s integration cost fitting the first pass times on the auxiliary.](image)

Overall Discussion

Neither the results from the experiment nor the results from the corpus study support the hypothesis suggested in (Demberg & Keller, 2008), that integration may already happen at the auxiliary and costs of such an integration would be measurable in reading times. The results from the corpus study are in line with the results from the closely controlled relative clause experiment. While the experiment compared auxiliaries in a specific syntactic construction, the corpus study complements the first experiment in that it includes auxiliaries from many different syntactic constructions. It also shows that the result can be replicated for contextualized reading in more naturalistic conditions.

In both studies, we took care to account for spill-over effects from previous words, and such effects indeed turned out to be important in both studies: in the relative clause study, the interpretation of results changes completely when taking into account spill-over effects, and in the corpus study, the variables capturing overspill effects significantly improve model fit.

Getting back to the fundamental question underlying these studies, these results lead to the following hypotheses about integration cost at auxiliaries:

a) Auxiliaries help integration at the verb in a way which is not directly reflected in their reading times.

b) Auxiliaries do in fact not help integration at the verb, and DLT integration cost, despite showing stable effects in experimental settings, does hence not have much general explanatory power for data of properly contextualized utterances such as those occurring in a corpus.

c) The integration cost estimate using automatic parsing tools is not accurate enough (in particular due to shortcomings in dealing with traces).
The last concern is unlikely to be valid, however, as it only applies to the corpus study, and doesn’t explain failure to find an effect in the first experiment. Also, we have taken great care to re-implement integration cost based on a state-of-the-art parser, and have used heuristics to account for traces.

Question a) could be addressed experimentally by manipulating constructions with respect to the presence of an auxiliary (the effects of spill-over could be diminished by using an adverb before the verb such that the word immediately before the verb is always the same).

Conclusions

The contribution of this paper is two-fold. We find that increased reading times on auxiliaries in subject vs. object relative clauses can be explained in terms of spill-over effects, thus do not support the hypothesis of (Demberg & Keller, 2008), who suggested that integration costs might occur at auxiliaries and facilitate integration at the verb. Instead, our findings support the original predictions of Dependency Locality Theory (Gibson, 2000). These results are further supported by a corpus study of auxiliaries from the Dundee Corpus. We cannot find any significant effect of the verb’s integration cost on reading times at the auxiliary in any of our reading time measures. Given our evidence about the lack of any detectable integration cost effect on auxiliaries, we can no longer explain away the lack of an overall positive effect of integration costs on the verbs from the Dundee corpus as being due to the presence of auxiliaries.

Our second contribution is methodological: the self-paced reading study (Experiment 1) provides evidence for the validity of word-by-word self-paced reading via WebExp, by replicating the established relative clause asymmetry result on the embedded verb. While initial evidence that timing using WebExp is sufficiently accurate for self-paced reading studies is presented in (Keller et al., 2009), the present results are, to the best of our knowledge, the first ones for word-by-word self-paced-reading using WebExp.
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